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Abstract—Segmentation is nothing but making the part of image or any object. Pattern recognition and image analysis are the initial steps of image segmentation. In the computer vision domain and image analysis we can done important research topic in the segmentation of video with dynamic background. Image segmentation is mostly of judging or analyzing function in image processing and analysis. Image segmentation refers to partition of an image into different regions that are homogenous or similar and inhomogenous in some characteristics. Image segmentation results have an effect on image analysis and it following higher order tasks. Image analysis includes object description and representation, feature measurement. Higher order task follows classification of object. Hence characterization, visualization of region of interest in any image, delineation plays an important role in image segmentation. Using the different algorithms the current methodologies of image segmentation is reviewed so that user interaction is possible for images. In this paper, the review of image segmentation is explained by using different techniques.

Index Terms—image segmentation, image analysis

I. INTRODUCTION

Dynamic background is done by using image segmentation of video. Segmentation of video with dynamic background has been an important research topics in intelligent surveillance and human-machine interface technologies[1]. For the segmentation we need the Images. But the images are either in form of black and white or color. Color images are due to the grey level[2]. As the grey level contrast changes the color of color image also changes. Image segmentation plays important role in segmentation of medical images. Medical images play vital role in assisting health care which provides health care access patients for treatment. For the medical images, segmentation is crucial as a follows by first step in Medical Image Analysis(MIA)[3]. In image analysis appear errors as image measurement, image display and feature extraction. So that in case of medical image segmentation proper image segmentation is difficult because of size of the head,torce,leg,brain parts,type of disease etc are different. So for the segmentation of medical images we need different algorithms and different procedure to segment and classification of image. However, depending on the experience of radiologist, he can consume time for studying medical images which depends on visual interpretation. Use of Computer-aided systems becomes very necessary to overcome these limitation.

Digital image processing having one of the method of artificial intelligence and it combined with fuzzy logic, pattern recognition and machine learning are so valuable in Image technique can be grouped under a general framework-image Engineering(IE). Image Engineering is made up of three layers mainly upper layer as image understanding, Middle layer as Image Analysis, Lower layer as image processing, as shown in figure 1.

Image segmentation is the first step and also one of the most difficult tasks of image analysis, which has objective of extracting information which is represented in the form of data from image via image segmentation, feature measurement and object representation as shown in figure 1. The result of segmentation of image is considerably depends on the accuracy of feature measurement[3]. Image segmentation is the computer-aided so that the computerization of medical image segmentation plays an important role in medical imaging applications. Image segmentation process that subdivides an image into its constituent parts and extracts those parts of interest or objects. Automatic image segmentation also done but the most critical task is that the segmentation result affect all the subsequent processes of image analysis[4]. Image (and video) segmentation is a critical step of image analysis occupying the middle layer of image engineering, which means it is influenced not only from data but also from human factors. Image analysis having the feature measurement, object representation and description, and even the higher level tasks such as object classification and scene interpretation[3].

Figure 1: Image Engineering And Image Segmentation

In case of medical science, medical image segmentation technique understood by figure 2.

Process if automatic medical image segmentation by intelligent method requires five steps such as Pre-processing. Segmentation of input image, Extraction and selection feature of the image, recognition and last step is post-processing out of which the combination of second and third step is nothing but the process of image analysis.

Figure 2. Automatic Medical Image Segmentation using Intelligent Method[6]

Based on image segmentation evaluation techniques[3], they are categorized into two types:

• Characterization
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• Comparison
  Characterization may be seen as an intratechnique process while comparison technique as an inter-technique one.
  Based on different technologies, image segmentation [3] approaches are currently divided into following categories, based on two properties of image.

A. Detecting Discontinuities
  The edge detection requires the detecting discontinuities property which includes image segmentation algorithm. Intensity[6] of the image is changed and partition an image. Edge detection is the segmentation by finding the pixels[7]-[8] on the an region boundary. Edge can be described by the boundary between the adjacent parts of an image[9].

B. Detecting Similarities
  It means to partition an image into regions that are similar according to a set of predefined criterion [5]; this includes image segmentation algorithms like thresholding, region growing, region splitting and merging. Thresholding[10] is a very common approach used for Region based segmentation where an image represented as groups of pixels with values greater or equal to the threshold and values less than threshold value. Thresholding can be used in the situation such as to concentrate on the essential, user wants to remove unnecessary detail or part from an image[11]. Clustering[12][14][15] is also an approach for region segmentation where an image is partitioned into the sets or clusters of pixels[7]-[8] having similarity in feature space. There are three types of images as gray scale[3], hyperspectral and medical images.

II. RELATED WORK
  Ivana Despotovi [16] present a new FCM-based method for spatially coherent and noise-robust image segmentation. The contribution is twofold: 1) the spatial information of local image features is integrated into both the similarity measure and the membership function to compensate for the effect of noise; and 2) an anisotropic neighborhood, based on phase congruency features, is introduced to allow more accurate segmentation without image smoothing. The segmentation results, for both synthetic and real images, demonstrate that our method efficiently preserves the homogeneity of the regions and is more robust to noise than related FCM-based methods.
  Jilan Feng [17] propose a variational multiphase segmentation framework for synthetic aperture radar (SAR) images based on the statistical model and active contour methods. The proposed method is inspired by the multiregion level set partition approaches but with two improvements. First, an energy functional which combines the region information and edge information is defined. The regional term is based on the GO statistical model. The flexibility of GO distribution makes the proposed approach to segment SAR images of various types. Second, fuzzy membership functions to represent the regions. The total variation of the membership functions is used to ensure the regularity. This not just guarantees the energy functional to be convex with respect to the membership functions but also enables us to adopt a fast iteration scheme to solve the minimization problem. The proposed method can segment SAR images of N regions with N − 1 membership functions. The flexibility of the proposed method is demonstrated by experiments on SAR images of different resolutions and scenes. The computational efficiency is also verified by comparing with the level-set-method-based SAR image segmentation approach.
  Truong Quang Vinh [18] present an embedded design for dental intraoral system which supports dental image capturing and image tooth segmentation. This device assists dentists in diagnosis by using dental images, which is captured from dental camera. Moreover, we propose advanced features for the dental intraoral system including touch screen with Vietnamese graphic user interface (GUI), dental image processing, patient records, and dentist’s diagnosis note. Especially, the segmentation of teeth is important for examining and extracting teeth features from dental images. A teeth segmentation method based on active contour without edge algorithm has been proposed in this paper. Consequently, our system is portable, economic and ready to be applied at dental clinics. The system can help dentists examine at patient’s home and voyages, not only in clinics.
  Johannes Ulén [19] introduce a multiregion model for simultaneous segmentation of medical images. In contrast to many other models, geometric constraints such as inclusion and exclusion between the regions are enforced, which makes it possible to correctly segment different regions even if the intensity distributions are identical. than current state of the art. As the method is based on global optimization techniques, the resulting segmentations are independent of initialization.
  Changyang Li [20] propose a novel joint probabilistic model that correlates a new probabilistic shape model with the corresponding global intensity distribution to segment multiple abdominal organs simultaneously. The probabilistic shape model estimates the probability of an individual voxel belonging to the estimated shape of the object. The probability density of the estimated shape is derived from a combination of the shape variations of target class and the observed shape information. To better capture the shape variations, we used probabilistic principle component analysis optimized by expectation maximization to capture the shape variations and reduce computational complexity. The maximum a posteriori estimation was optimized by the iterated conditional mode-expectation maximization.
  Human intestinal parasites constitute a problem in most tropical countries, causing death or physical and mental disorders. Their diagnosis usually relies on the visual analysis of microscopy images, with error rates that may range from moderate to high. The problem has been addressed by Celso T. N. Suzuki [21] via computational image analysis, but only for a few species and images free of fecal impurities. In routine, fecal impurities are a real challenge for automatic image analysis. We have circumvented this problem by a method that can segment and classify, from bright field microscopy images with fecal impurities, the 15 most common species of protozoan cysts, helminth eggs, and larvae in Brazil. Our approach exploits ellipse matching and image forensic transform for image segmentation, multiple object descriptors and their optimum combination by genetic programming for object representation, and the optimum-path forest classifier for object recognition. The results indicate that method is a promising approach toward the fully automation of the enteroparasitosis diagnosis.
  Maoguo Gong [22] present an improved fuzzy C-means (FCM) algorithm for image segmentation by introducing a tradeoff weighted fuzzy factor and a kernel metric.
tradeoff weighted fuzzy factor depends on the space distance of all neighboring pixels and their gray-level difference simultaneously. By using this factor, the new algorithm can accurately estimate the damping extent of neighboring pixels. In order to further enhance its robustness to noise and outliers, we introduce kernel distance measure to its objective function. The new algorithm adaptively determines the kernel parameter by using a fast bandwidth selection rule based on the distance variance of all data points in the collection. Furthermore, the tradeoff weighted fuzzy factor and the kernel distance measure are both parameter free. Experimental results on synthetic and real images show that the new algorithm is effective and efficient, and is relatively independent of this type of noise.

Peng Zhang, Ming Li [23] propose a hierarchical TMF (HTMF) model for unsupervised synthetic aperture radar (SAR) image segmentation. In virtue of the Bayesian inference on the quadtree, the HTMF model captures the global and local image characteristics more precisely in the bottom–up and top–down probability computations. In this way, the underlying spatial structure information is effectively propagated. To model the SAR data related to radar backscattering sources, generalized Gamma distribution is utilized. The effectiveness of the proposed HTMF model is demonstrated by application to simulated data and real SAR image segmentation.

Haili Zhang [24] presents a variational model for simultaneous multiphase segmentation and intensity bias estimation for images corrupted by strong noise and intensity inhomogeneity. Since the pixel intensities are not reliable samples for region statistics due to the presence of noise and intensity bias, the authors use local information based on the joint density within image patches to perform image partition. Hence, the pixel intensity has a multiplicative distribution structure. Then, the axiomatic-posteriori (MAP) principle with those pixel density functions generates the model. To tackle the computational problem of the resultant nonsmooth nonconvex minimization, we relax the constraint on the characteristic functions of partition regions, and apply primal-dual alternating gradient projections to construct a very efficient numerical algorithm. They show that all the variables have closed-form solutions in each iteration, and the computation complexity is very low. In particular, the algorithm involves only regular convolutions and pointwise projections onto the unit ball and canonical simplex. Numerical tests on a variety of images demonstrate that the proposed algorithm is robust, stable, and attains significant improvements on accuracy and efficiency over the state-of-the-arts.

Mei Yeen Choong [13], proposed segmentation on synthetic images and natural images are covered to study the performance and effect of different image complexity towards segmentation process. This study gives some research findings for effective image segmentation using graph partitioning method with computation cost reduced. Because of its cost expensive and it becomes unfavourable in performing image segmentation on high resolution image especially in online image retrieval systems. Thus, a graph-based image segmentation method done in multistage approach is introduced here.

III. CLASSIFICATION OF SEGMENTATION TECHNIQUES

Image segmentation can be broadly classified into two types:
1. Local segmentation
2. Global segmentation

Global segmentation is concerned with segmenting a whole image. Global segmentation deals mostly with segments consisting of relatively large number of pixels[7]-[8]. This makes estimated parameter values for global segments most robust.

Image segmentation can be approach from three different philosophical perspectives. They are as region approach, boundary approach and edge approach as illustrated in figure 3.

![Image segmentation Approach](image.jpg)

Figure 3. Image segmentation Approach [25]

If the pixel belongs to object, it has value one, otherwise it is zero. Segmentation[5][26] is the operating at the threshold between low-level image processing and image analysis. After the complete procedure of segmentation, the pixel[7]-[8] belongs to the object.

- Structural Techniques
- Stochastic Techniques
- Hybrid Techniques


Stochastic techniques are applied on discrete pixels without knowing or considering any structural information of the region. Statistical analysis is one of the techniques on which the stochastic technique[5] is based.

Hybrid techniques[5] include those techniques which possess the characteristics of both structural and stochastic techniques.

VI. SEGMENTATION BASED ON EDGE DETECTION

The intensity data of an image only provides partial and uncertainly information about the location of edges. Edge detection technique[7] is finding pixel on the region boundary. This method attempts to resolve image segmentation by detecting the edges or pixels between different regions that have rapid transition in intensity are extracted [3][27] and linked to form closed object boundaries. The result is a binary image [6]. One source of uncertaintyly comes from the existence of noise introduced in the imaging process and later in the transmission and sampling process. The other source of uncertaintyly comes from fact that any measurement device is imperfect and their results are only partial observation. This means that edge detection methods are generally ill-posed, i.e., they are under-constrained and so may not have unique solutions. The easiest way to detect edges in an image is to look for places in the image where the intensity changes rapidly, using one of these criteria:
Places where the first derivative of the intensity is larger in magnitude than some threshold.
- Places where the second derivative of the intensity has a zero crossing.

Edge detection[15] technique is one of the structural technique of the image segmentation technique. Based on theory there are two main edge based segmentation methods: gray histogram and gradient based method [2]. In the edge approach, the edges are identified first, and then they are linked together to form required boundaries.

Edge detectors have different operator for detection of edge such as sobel operator, laplace operator, canny operator,LoG (Laplacian Of Gaussian) operator and so on. Edge detection method require a higher image quality so its need to reduce or remove the noise.

V. THRESHOLD METHOD

One of the simplest approach of segmentation is based on the pixel values. The technique is to utilize the thresholding based segmentation which could help to simple region growing steps.

Thresholding algorithms can be selected manually as per a priori knowledge or automatically by image information. Thresholding algorithms further divided to edge-based, region-based and hybrid. Edge-based algorithms are related with the edge information. The Structures of an object can be depicted by edge points. Common edge detection algorithms such as canny edge detector and Laplacian edge detector can be classified to this type of regions. These algorithms are used to find the edge pixels while eliminating the noise influence.

Thresholding is an old, simple and popular technique for image segmentation[29]. Image segmentation by thresholding is a simple but powerful approach for segmenting images having light objects on dark background[3]. Thresholding technique is based on imagespace regions i.e. on characteristics of image [2]. Thresholding operation convert a multilevel image into a binary image i.e., it choose a proper threshold T, to divide image pixels into several regions and separate objects from background. Thresholding procedure used to determine as intensity value called as threshold, and threshold separates the desires classes. The segmentation is gained by grouping all pixels with intensity greater than the threshold into one class, and all other pixels into another class.

As per the selection of thresholding value, two types of thresholding methods are in existence [15], global and local thresholding. Nikhil R Pal and Sankar k Pal[27] done review work on image thresholding technique. Thresholding can be classified into bi-level thresholding and multi-thresholding[29]. When T is constant, the approach is called global thresholding otherwise it is called local thresholding. Global thresholding methods can fail when the background illumination is uneven. In local thresholding, multiple thresholds are used to compensate for uneven illumination [30]. Threshold selection is typically done interactively however, it is possible to derive automatic threshold selection algorithms. Limitation of thresholding method is that, only two classes are generated, and it cannot be applied to multichannel images and it is sensitive to noise and intensity inhomogeneities.

VI. REGION BASED SEGMENTATION METHODS

A region denoted by R of an image is defined as a connected homogenous subset of the image with respect to some criterion such as gray level or texture.

Regions in an image are a group of connected pixels with similar properties. In the region approach, each pixel is assigned to a particular object or region.

Compared to edge detection method, segmentation algorithms based on region are relatively simple and more immune to noise [2][31]. Edge based methods partition an image based on rapid changes in intensity near edges whereas region based methods, partition an image into regions that are similar according to a set of predefined criteria [6][9].

In the region-based segmentation, pixels corresponding to an object are grouped together and marked. Region-based segmentation also requires the use of appropriate thresholding techniques. The important principles are value similarity (which includes gray value differences and gray value variance) and spatial proximity (which consists of Euclidean distance and compactness of a region). Segmentation algorithms based on region mainly include following methods:

A. Region Growing

Region growing [4] is a technique for extracting a region of the image that is connected based on some predefined criteria. This criteria based on intensity information.

Region growing is an approach to image segmentation in which neighboring pixels are examined and added to a region class of no edges are detected. This process is iterated for each boundary pixel in the region. If adjacent regions are found, a region-merging algorithm is used in which weak edges are dissolved and strong edges are left intact.

A new region growing algorithm is proposed in this paper based on the vector angle color similarity measure. The region growing algorithm as-

1. Select seed pixels within the image
2. From each seed pixel grow a region:
   2.1 Set the region prototype to be seed pixel;
   2.2 Calculate the similarity between the region prototype and the candidate pixel;
   2.3 Calculate the similarity between the candidate and its nearest neighbor in the region;
   2.4 Include the candidate pixel if both similarity measures are higher than experiment all set thresholds;
   2.5 Update the region prototype by calculating the new principal component;
   2.6 Go to the next pixel to be examined.

This algorithm presents several advantages over other color image segmentation algorithms.

Region growing approach is simple. The border of regions found by region growing are perfectly thin and connected. The algorithm is also very stable with respect to noise.

Limitation is that, it requires a seed point, which generally means manual interaction. Thus, each region to be segmented, a seed point is needed.

B. Region Splitting and Merging

Split and merge technique is the opposite of the region growing. This technique works on the whole image. Region splitting is a top-down approach. It begins with a
whole image and divides it up such that the segregated part are more homogenous than the whole. Splitting alone is insufficient for reasonable segmentation as it severely limits the shapes of segments. Hence, a merging phase after the splitting is always desirable, which is termed as the split-and-merge algorithm. Any region can be split into subregions, and the appropriate regions can be merged into a region. Rather than choosing seed points, user can divide an image into a set of arbitrary unconnected regions and then merge the regions [2]-[3] in an attempt to satisfy the conditions of reasonable image segmentation. Region splitting and merging is usually implemented with theory based on quad tree data.

![Figure 4. Quad tree][25]

Region splitting and merging is an image-segmentation technique that takes spatial information into consideration. The region-splitting and merging method is as follows:

Region splitting Method:
1. Let R represent the entire image. Select a predicate P.
2. Split or subdivide the image successively into smaller and smaller quadrant regions.

The splitting technique has a convenient representation in the form of structure called a quad tree shown in figure 4. In a quad tree, the root of the tree corresponds to the entire image and each node corresponds to subdivision.

Region Merging Method:
1. Merge any adjacent regions that are similar enough. The procedure for split and merge is given.
2. Start with the whole image.
3. If the variance is too large, break it into quadrants.
4. Repeat step (2) and (3) iteratively until no more splitting or merging occurs.

This technique requires the input data to be organized into a pyramidal grid structure of regions, with each region organized in groups of four in case of 2D, and of eight in case of 3D. No manually interaction will be required in this technique. But the limitation is that, it requires the input to be organized into a pyramidal grid structure which could be difficult[34].

VII. SEGMENTATION BASED ON CLUSTERING

Clustering or either data grouping is a key initial procedure in image segmentation. Clustering[12][14] is an unsupervised learning task, where one needs to identify a finite set of categories known as clusters to classify pixels [15]. Clustering use no training stages rather train themselves using available data. Clustering is mainly used when classes are known in advance. A similarity criteria is defined between pixels [3], and then similar pixels are grouped together to form clusters. The grouping of pixels into clusters is based on the principle of maximizing the intra class similarity and maximizing the inter class similarity. Clustering technique attempts to access the relationship among patterns of the set by organism the patterns into groups or clusters such that pattern within a cluster are more similar to each other than patterns belongs to different cluster. The quality of a clustering result depends on both the similarity measure used by the method and its implementation. A good clustering method[36] will produce high quality clusters with high intra-class similarity – similar to one another within the same cluster low inter-class similarity. Dissimilarity to the objects in other clusters. The quality of a clustering results depends on both the similarity measure used by the method and its implementation. The quality of a clustering method is also measured by its ability to discover. Clustering refers to the classification of objects into groups according to certain properties of these objects. In the clustering techniques, an attempt is made to extract a vector from local areas in the image. A standard procedure for clustering is to assign each pixel to the nearest cluster mean. Clustering algorithms are classified as hard clustering, k-means clustering, fuzzy clustering, etc.

Clustering algorithms are classified as hard clustering, k-means clustering, fuzzy clustering, etc.

A popular and well known hard clustering algorithm[37] is the k-means one[noted HCM]. In hard clustering, a membership value of zero or one is assigned to each pattern data. Its functioning is very simple, gives an initial hard c-partition, it computes the c center and assigns each object to its nearest center in order to minimize the within-cluster variance. After each iteration it performs a test comparing the current and the precedent partition, if the result of the difference is lower than a prefixed threshold, it stops else it continues. k-means algorithm[38]-[39] is statistical clustering algorithm.

Data clustering is method that create groups of objects (clusters). K-mean algorithm is based upon the index of similarity or dissimilarity between pairs of data component. K-means algorithm is iterative, numerical, non-numerical and unsupervised method. This type of algorithm is popular for simplicity, implementation and it is commonly used for grouping pixels in the image. Clustering method with the spatial and shape information is growing.

Fuzzy clustering method can be considered to be superior to those of their hard counterparts since they can represent the relationship between the input pattern data and clusters more naturally. Fuzzy c-means[38] is a popular soft-clustering method, its effectiveness is largely limited at spherical clusters. Fuzzy c-means is one of the most promising fuzzy clustering method. In most cases, it is more flexible than the corresponding hard-clustering algorithm.

Clustering method can be divided into two categories,
VIII. SEGMENTATION BASED ON ARTIFICIAL NEURAL NETWORK

A neural net is an artificial representation of human brain that tries to simulate its learning process. An artificial neural network [40]-[42] is often called a neural network or simply neural net.

In recent years, artificial neural networks have been widely used to solve the problem of medical image segmentation. Neural network based on simulation of life, especially the human brain’s learning process, constitutes a large number of parallel nodes. Each node can perform some basic computing. The learning process can be achieved through the transferring the connections among nodes and connection weights[43]. Its main advantage is not dependent on the probability density distribution function. It can also prove the segmentation results when the data deviation from the normal situation. Neural network can also reduce the requirements of expert intervention during the image segmentation process. This problem is prevalent in many age segmentation methods. Firstly, the image segmentation problem is converted into energy minimization or classification issues and so on. Then the issues are solved based on neural network in this method. The neural network was trained with training sample set in order to determine the connection and weights between the nodes. Then the new images were segmented with trained neural network. Neural network segmentation method includes two important steps: feature extraction and image segmentation based on neural network.

<table>
<thead>
<tr>
<th>Table 1. Comparison of image segmentation techniques</th>
</tr>
</thead>
<tbody>
<tr>
<td>Segmentation Technique</td>
</tr>
<tr>
<td>Edge Detection Technique</td>
</tr>
</tbody>
</table>

Table 1. Comparison of image segmentation techniques

| Region-Based Technique | Group Pixels into homogeneous regions. Including region growing, region splitting, region merging or their combination. | Work best when the region homogeneity criterion is easy to define. They are also more noise immune than edge detection approach. | 1) Are by nature sequential and quite expensive both in computation time and memory; 2) Region growing has inherent dependence on the selection of seed region and the order in which pixels and regions are examined; 3) The resulting segments by region splitting appear too square due to the splitting scheme. |

| Fuzzy Technique | Apply fuzzy operators, properties, mathematics, and inference rules, provide a way to handle the uncertainty inherent in a variety of problems due to ambiguity rather than randomness. | Fuzzy membership function can be used to represent the degree of some properties or linguistic phrase, and fuzzy IF-THAN rules can be used to perform approximate inference | 1) The determinatio n of fuzzy membership is not a trivial job; 2) The computation involved in fuzzy approaches could be intensive. |
Neural Network Technique  | Using neural networks to perform classification or clustering | No need to write complicated programs. Can fully utilize the parallel nature of neural networks.  
1) Training time is long; 2) Initialization on may effect the result; 3) Overtraining should be avoided.

IX. CONCLUSION

In this review of image segmentation study, the overview of various segmentation methodologies applied for digital image processing is explained briefly. The study also reviews the research on various research methodologies applied for image segmentation and various research issues in this field of study. These methods are most important for detection of pattern and recognition using edges, images and points. The image segmentation techniques mentioned in this review paper are used in many advanced machine for identification of faces, images and to recognition of pattern. Image segmentation used in medical science to detect cancerous cells from medical images. They also detect roads from satellite images.

Image segmentation has a promising and challenging future as the universal segmentation algorithm and has become the focus of contemporary research. There is no single method which can be considered good for all type of images, nor all methods equally good for a particular type of image. Due to all above factors, image segmentation remains a challenging problem in image processing and computer vision and is still a pending problem in the world. Still image segmentation gives more methodologies applied to different fields.
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